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Abstract

The number of files and source lines of code in popular industrial code bases is significant. As of 2017, the
Microsoft Windows code base contained 3.5 million files [1]. The Linux kernel contained 27.8 million lines of code in
2020 [2]. Compiling code fast is essential to developer productivity for thousands of engineers. Compiler performance
requirements, such as CPU and I/O usage, are high. One of the application’s standard performance criteria is memory
usage and memory allocator churn [3]. Lower memory usage implies a higher capacity to run more compiler instances
in parallel. Deceptively easy solutions to reduce memory usage, such as custom memory allocators (e.g., jemalloc [4]),
are available [5]. However, in our industry experience, nothing replaces context-dependent targeted optimizations. To
optimize memory usage, we need to be able to conduct reliable and valid measurements.

This talk describes the challenges associated with designing and implementing a performant and scalable mechanism to
intercept calls to a memory allocator. We can use that intercept mechanism as an essential profiling tool. A critical require-
ment for this type of profiler is low-performance overhead, enabling us to run the profiling functionality in a production
environment. Attributing and quantifying memory usage in production is a complex problem [6]. The inspiration for
this presentation is our experience at Meta (Facebook), where we worked on the performance engineering of various
applications.

We discuss the problems related to (a) different methods of intercepting allocator calls, such as malloc and free,
(b) enabling and disabling the allocator intercept mechanism, (c) keeping track of the count and size of allocations
that multiple threads request, (d) the concept of “safe” APIs that are available during the execution of the intercept
mechanism, and (e) avoiding reentrancy.

We finish our talk by discussing various problems and solutions related to extending the profiling mechanism. If
the in-memory data structures are insufficient to keep track of performance-related data, it must be stored somewhere.
Interacting with a storage mechanism, such as a hard disk, will add complexity in the case of multiple readers and
writers.

As a concrete example for our discussion, we use publicly accessible information about Mac OS X [7] and reference
the source code from Apple [8].
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